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国家绿色算力设施先进经验与典型案例之三：
互联网领域

2025年度互联网领域国家绿色算力设施共有 17家，分别

为克拉玛依碳和水冷数据中心、新丝绸之路云计算中心、抖

音—中联绿色大数据产业基地 6号楼、泽悦数据中心 A—1、

数据港—阿里巴巴广东云计算数据中心河源集群源城机房 C

栋、华章数据佛山蓝湾云计算产业园 C1、C2 栋数据中心、

广州懋源云 5G交互中心、浩云长盛中卫 2号数据中心、尚航

华东云基地 1 号楼数据中心、四川能投天府云数据产业基地

D1楼、阿里飞天云智能华东算力中心项目枫泾基地 B楼、互

盟 5G数据交换中心、快手智能云乌兰察布大数据二园区数据

中心项目 B1机房楼、昆山博浩 5G大数据创新中心、美利云

中卫数据中心 C1数据机房楼项目、合盈数据（怀来）科技产

业园 ND11数据中心、润泽数据中心 A—8。其绿色化建设的

先进经验做法如下：

一、运维持续优化提升电能利用效率

数据港—阿里巴巴广东云计算数据中心河源集群源城机

房 C栋面对全年温湿度相对较高的气候条件，通过探索调配

设备运行状态，将原设计的湿球温度≤16℃时运行预冷模式，

湿球温度≤10℃时运行自然冷却模式，提升至湿球温度≤20℃

运行预冷模式，湿球温度≤14℃运行自然冷却模式，使全年自
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然冷源应用占比提升至 42%。通过探索机房内温湿度组合边

界条件，该数据中心在将湿度上限由 60%放宽至 70%的同时，

控制全年 60%～70%湿度区间时长不超过 3600小时，在保证

信息设备安全前提下，降低除湿系统能耗 60%。同时，该中

心还通过采取管控冷水机组冷凝器平均换热温差小于 0.5℃，

应用人工智能（AI）技术综合调控变频离心式冷水机组、变

频水泵及冷却塔风机运行状态等组合措施，使制冷单元综合

能效达到 8.0。2024年度电能利用效率（PUE）值达到 1.19。

图 1：数据港—阿里巴巴广东云计算数据中心运维管理现场

阿里飞天云智能华东算力中心项目枫泾基地 B楼采用水

冷冷水机组+板式换热器+并联蓄冷罐架构——在将年均信息

设备负荷使用率调节至约 60%的同时，对于冷水机组采取低

负载时利用蓄冷罐小负荷供冷、高负载时合理调控制冷单元

数量方式，确保冷水机组处于最佳效率区间；对于末端空调

设备，在满足服务器温湿度服务水平协议（SLA）要求前提
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下，将送风温度从 22℃调至 23℃，控制送回风温差不低于

11℃，并限制风机转速在 30%～60%之间；对于冷却水泵，

在保证流量需求的同时压低其运行频率；当采用机械制冷模

式时，手动隔离板换，减小局部压损，并减少蓄冷罐充冷流

量。通过以上措施，结合人工智能（AI）技术对设备调优及

包间级能耗监测与管理，该数据中心 2024年度电能利用效率

（PUE）值达到 1.18。

图 2：阿里飞天云智能华东算力中心项目枫泾基地 B楼暖通智能算法

华章数据佛山蓝湾云计算产业园 C1、C2 栋数据中心结

合人工智能（AI）技术对基础设施运行状况与信息设备进行

协同管理，在跟踪信息设备运行负荷基础上，协同采取调整

制冷单元制冷量、水泵运行频率、供电设施模块休眠、末端

空调风机转速等措施减少基础设施无效能耗，并可智能生成

能效分析报告，为持续优化能效提供决策支持。通过协同优

化，该数据中心 2024年度电能利用效率（PUE）值相比设计

值降低 0.023。
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图 3：华章数据佛山蓝湾云计算产业园 C1、C2栋数据中心

基础设施与信息设备协同管理系统

广州懋源云 5G 交互中心在项目投产初期电能利用效率

（PUE）值远高于设计值。该数据中心引入大数据分析及人

工智能（AI）控制技术方案，在获取冷机、末端空调、温湿

度、列头柜等设备参数之后，确定信息设备冷却所需冷量，

每隔 12秒给出控制建议，调控冷却系统制冷量与需冷量动态

平衡，减少冷量浪费，且通过能耗预测，相比传统群控系统

可提前 5到 10分钟做出响应，使设备始终运行于高效区间，

年节电超过 100万千瓦时。

图 4：广州懋源云 5G交互中心能耗预测效果
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互盟 5G数据交换中心采用水冷方案，原冷冻水进回水设

计温差为 6℃（进水 17℃，回水 23℃）。该数据中心根据当

地气候特点调整板式换热器与机械制冷之间的切换条件，并

优化设备自控系统控制策略后，将运行温差提升 1.5℃至

7.5℃。该方案在冷负荷不变的前提下，降低了水系统流量，

减少冷冻水循环泵能耗约 30%；提高了冷媒蒸发温度与压力，

降低冷水机组系统能耗约 2.5%；板换使用率提升 24.2%，全

年板换运行时间达 3872小时，其中完全自然冷却时间达 1781

小时。

图 5：互盟 5G数据交换中心冷水机组及自然冷却用板式换热器

昆山博浩 5G 大数据创新中心为应对投产后负荷逐步增

加的情况，采用蒸发冷复合多联空调解决方案，通过分布式

架构与末端多联设计，支持分区投用，但同时也增加了系统

架构复杂度。为优化运维参数，该数据中心首先在实验室搭

建整套系统模型，模拟实际项目交付落地的场景，验证不同

运行负载率情况下的运行参数，积累经验后，在待投产的数



6

据中心搭建整套试验系统，验证实验室测试过程摸索的各项

参数在实际生产场景下的效果，挖掘该方案节能潜力。该数

据中心投用后，在上负荷过程中，电能利用效率（PUE）值

始终低于 1.30。

图 6：昆山博浩 5G大数据创新中心蒸发冷复合多联空调解决方案架构

美利云中卫数据中心 C1 数据机房楼项目采用由间接蒸

发冷却机组制冷的风冷方案，结合当地气候条件持续对设备

运行参数进行调优——将启动喷淋模式所需风机转速边界值

由 60%调整至 45%，减少风机高转速运行时间；将启动混合

模式（压缩机机械补冷）所需湿球温度边界值由 18.8℃调整

至 19.8℃，全年自然冷却时间提升至 60%以上；将机房内冷

热通道温差值由 12℃调整为 13℃，减少间接蒸发冷却机组制

冷负荷；应用人工智能（AI）管理平台实现对每一台间接蒸

发冷却机组风机系统、喷淋系统、机械补冷系统的综合调控。

通过上述措施，该数据中心 2024年度电能利用效率（PUE）

值同比降低 0.02。
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图 7：美利云中卫数据中心 C1数据机房楼项目间接蒸发冷却空调机组

润泽数据中心 A—8原制冷系统为独立控制架构，各设备

仅可进行独立调优。该数据中心结合节能降碳诊断，对冷冻

水泵进行变频升级，支持冷却塔、制冷机组与空调末端联动

联控，引入人工智能（AI）控制技术后，实现多参数下动态

协同寻优。在此基础上，该数据中心还结合廊坊地区气候特

点优化制冷模式切换工况，2024 年度实现全自然冷却近 150

天。

图 8：润泽数据中心 A—8冷冻水泵变频改造现场图
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四川能投天府云数据产业基地D1楼基于 42kW风冷高功

率机柜，采用列间空调结合全封闭冷热通道模块化方案，每

个模块均具备独立智能管理平台，可实现制冷系统与信息设

备联动调优。该方案采用空调双群控策略，嵌套两组轮巡调

控算法，可避免局部热点超温问题，在提升系统可靠性的同

时提升制冷系统能效比。围绕该方案，该数据中心通过将冷

冻水回水温度提升至 24℃、控制变频设备频率在最佳节能区

间、提高循环水质要求保证板式换热器换热效率等措施，全

年自然冷却时间达 5个月，2024年度电能利用效率（PUE）

值达到 1.26。

图 9：四川能投天府云数据产业基地 D1楼 42kW风冷高功率机柜

二、主动作为提供用电负荷调节匹配能力

浩云长盛中卫 2 号数据中心主动对接供电部门，与电力

调度侧建立联动机制，在及时掌握负荷预测、调峰目标、风

险预警等关键信息的基础上，建立用电方案及不同类型突发
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情况专项预案，并事先预留 200kW的专项负荷调整空间，明

确该部分负荷的管控规则，在夏季、冬季等用电高峰季节前

每月开展 1次负荷应急调整实操演练。2025年该数据中心主

动响应调峰需求 5 次，应对紧急情况 3次，并在每次响应完

成后，及时向国家电网调度部门反馈负荷削减实际情况，配

合完成效果评估，在保证自身用电安全的同时，为电网提供

用电负荷调节匹配能力，支持新型电力系统建设。

图 10：浩云长盛中卫 2号数据中心进行需求侧调峰响应现场图

三、因地制宜提升余热利用水平

克拉玛依碳和水冷数据中心建有液冷系统，余热品位相

对较高，且所在地年取暖期在 180天以上。在取暖期，该数

据中心通过大流量小温差换热器提取液冷系统中服务器冷却

循环内高温回水（40℃～55℃）余热，并视供热距离由太阳

能槽式聚光光热系统及热泵系统提质。该系统初期已实现向

数据中心自有生产及办公区域（约 4400 m2）稳定供暖，年节

电约 130万千瓦时，远期将实现向周边市政及设施农业供暖。
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同时，为在非取暖期充分利用余热及太阳能聚光光热系统，

该数据中心在积极探索结合低温溴化锂吸收式制冷系统实现

“热制冷”。

图 11：低温溴化锂吸收式制冷系统架构

合盈数据（怀来）科技产业园 ND11 数据中心为大型数

据中心，余热总量相对较大，在自用同时，通过配套建设独

立换热站与市政管网联通探索为周边产业园区提供市政供暖。

该数据中心在冷冻站回水管网部署余热回收用板式换热器提

取机房冷冻水高温回水（23℃）余热，使其分别经水源多联

机组向机房楼和柴发楼房间供热，经水源热泵提质到 40℃用

于办公楼供热，进一步提升到 60℃用于市政供热，2024年度

实现节能 677吨标准煤（按燃气锅炉用能折算）。同时，该

数据中心推动合作金融机构认可余热回收实践为数据中心用

能绿色转型的重要特征之一，将其纳入绿色信贷评估体系，

并据此发放数据中心碳中和可持续发展贷款。
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图 12：合盈数据（怀来）科技产业园 ND11数据中心

余热回收用板式换热器

抖音—中联绿色大数据产业基地 6 号楼采用间接蒸发冷

却与氟泵空调组合制冷的风冷方案。针对风冷系统因空气热

容低，余热回收功率有限问题，该数据中心在空调冷凝侧加

装冷媒—水换热器，解耦压缩机与风机联动控制关系，并结

合当地气候条件寻找制冷模式最经济切换点。当制冷模式切

换至冬季运行状态时，冷媒与热通道回风换热汽化后，在关

闭风机状态下由压缩机将常温常压冷媒蒸汽加温加压至

80℃～90℃并输送至冷媒—水换热器，将循环水加温至

50℃～55℃用于供暖，系统性能系数（COP）达 9.7，2024

年度实现为办公楼及配电间、柴油机房等附属用房共 14500

m2提供冬季供暖及生活热水。为充分利用余热，该数据中心

目前正在相关主管部门协调下探索冬季为设施农业供热。
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图 13：带热回收系统氟泵空调架构

四、人工智能（AI）技术赋能降低用水量

快手智能云乌兰察布大数据二园区数据中心项目 B1 机

房楼采用由间接蒸发冷却机组制冷的风冷方案。该数据中心

通过设备机理模型综合预测设备耗电量、耗水量，并设定判

断权重，取综合比较后最优解设定机组制冷模式。在需启动

喷淋模式和混合制冷模式时，该系统可采用人工智能（AI）

技术对用水和用电进行同步调控，减少无效喷淋，并通过全

天能耗预测控制喷淋时间，将有限供水量用于全日能耗最高

时段。2024年度电能利用效率（PUE）值达到 1.23，同时，

单位信息设备能耗用水量（WUE）达到 0.05L/（kW·h）。

图 14：快手智能云乌兰察布大数据二园区数据中心项目 B1机房楼水
电同步调控系统



13

五、算力调度提升信息设备负荷使用率

泽悦数据中心 A—1围绕万卡级智算算力集群，构建全局

智能调度系统并持续优化控制策略，实现算力牵引、设施随

动。在算力集群处理人工智能（AI）大模型训练及推理任务

时，该系统将算力资源转化为虚拟资源池，根据算力任务优

先级、算力负载需求等参数，通过算力切分、跨节点聚合、

内存虚拟化等技术，实现对池内算、存、运物理资源的统一

动态调配，让信息设备运行在最优负载区间，并自动休眠闲

余算力，降低能耗。同时，该系统支持制冷、供电等基础设

施运行状态与信息系统运行状态同步调整，减少无效供冷与

供电。相比投运初期，该数据中心已实现节能 20%以上。

图 15：泽悦数据中心 A—1万卡级智算算力智能调度系统架构

尚航华东云基地 1 号楼数据中心通过对计算资源进行虚

拟化拆解和池化整合并建立异构算力调度中枢提供云化算力

服务。该数据中心为客户建立专属算力单元，既可保证客户

数据安全，又可根据客户业务波动随时调整单元容量，将闲
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置资源调整至备份状态，用于应对新客户或现有客户的临时

扩容需求。该数据中心结合客户对算力服务的需求提供多种

商业模式，推动客户快速释放闲置算力资源。针对不同业务

类型，该数据中心优化算力资源配置，充分发挥算力资源性

能。同时，该数据中心加入无锡算力服务体系，使算力资源

形成互补。通过上述措施，尚航华东云基地 1号楼数据中心

2024 年度信息设备负荷利用水平达到 61.3%，单位电能消耗

产出效益处于行业先进水平。

图 16：无锡城市智算云平台

新丝绸之路云计算中心建有多源异构算力统一调度平台，

该平台通过机器学习分析历史负载数据，提前 72小时预测算

力需求峰值，可基于预测调整算力资源分配策略，对于实时

需求也可实现算力资源秒级响应，从而实现对算力资源动态

分配，避免传统静态分配导致的资源闲置。2024年度信息设

备负荷使用率达 60.65%。该平台可实时监控设备状态与能耗

数据，当某机房服务器利用率低于 30%时，系统自动将业务
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负载迁移至相邻高负载区域，同时关闭闲置服务器，降低能

耗。结合其他节能措施，该计算中心 2024年度电能利用效率

（PUE）值达到 1.25。

图 17：新丝绸之路云计算中心一体化综合管理与治理系统


